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● Malignant melanoma
○ 65% of skin cancer-related mortality

○ Survival rates depend on early detection: [Markovic et al., 2007]

➡ Early detection: > 99% 5-year survival rate
➡ After metastasis: < 35% survival rate

○ Traditional Diagnosis: The ABCDE criteria [Duarte et al., 2021]

➡ Visual assessment of lesion’s shape, edges, colors, and size

Introduction

Duarte et al. (2021). Clinical abcde rule for early melanoma detection. European Journal of Dermatology.
Markovic et al. (2007). Malignant melanoma in the 21st century, part 1: epidemiology, risk factors, screening, prevention, and diagnosis.
Alafghani T. (2018). A CMOS 10-bit SAR ADC, with on-chip offset cancellation, for near-field, mm-wave imaging technique, applied to skin cancer detection.
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● Malignant melanoma
○ Traditional Diagnosis: The ABCDE criteria [Duarte et al., 2021]

■ Problems

  ➡ Subjective interpretation by clinicians

  ➡ Experience-dependent diagnosis

  ➡ High variability between physicians

  ➡ Potential inaccuracies in judgment

■ Need for automated and objective decision support systems

Duarte et al. (2021). Clinical abcde rule for early melanoma detection. European Journal of Dermatology.
Alafghani T. (2018). A CMOS 10-bit SAR ADC, with on-chip offset cancellation, for near-field, mm-wave imaging technique, applied to skin cancer detection.
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● From Traditional Assessment to AI-based Diagnosis

○ Convolutional Neural Networks (CNNs) have advanced automated detection

■ Achieved dermatologist-level performance using dermoscopic images [Esteva et al., 2017]

■ Improved robustness and efficiency on high-resolution inputs [Han et al., 2018]

           ➡ Limitations:

         - Process only visual data, ignoring clinical metadata

   - Highly dependent on image processing

Esteva et al. (2017). Dermatologist-level classification of skin cancer with deep neural networks.
Han et al. (2018). Classification of the clinical images for benign and malignant cutaneous tumors using a deep learning algorithm.
Brinker et al. (2018). Skin cancer classification using convolutional neural networks: systematic review.
Wang et al. (2022). Adversarial multimodal fusion with attention mechanism for skin lesion classification using clinical and dermoscopic images.
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Can clinical metadata enhance image-based 

melanoma diagnosis?

Introduction



● From Traditional Assessment to AI-based Diagnosis

○ Multimodal Fusion for Melanoma Diagnosis

■ Incorporating demographic information improves classification [Brinker et al., 2018]

■ Attention-based fusion improves patient-specific prediction [Wang et al., 2022]

           ➡ Limitations:

         - Weak alignment between clinical metadata and localized image features

Esteva et al. (2017). Dermatologist-level classification of skin cancer with deep neural networks.
Han et al. (2018). Classification of the clinical images for benign and malignant cutaneous tumors using a deep learning algorithm.
Brinker et al. (2018). Skin cancer classification using convolutional neural networks: systematic review.
Wang et al. (2022). Adversarial multimodal fusion with attention mechanism for skin lesion classification using clinical and dermoscopic images.
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Can a VLM effectively process dermoscopic images 

for diagnostic classification?

Introduction



● Vision-Language Models (VLMs) in Medical Diagnosis

○ VLMs learn joint embeddings of images and text from large-scale data [Liu et al., 2023]

■ Allow effective integration without explicit preprocessing or alignment [Radford et al., 2021]

■ Pretrained on general domain data

Liu et al. (2023). Visual instruction tuning.
Radford et al. (2021). Learning transferable visual models from natural language supervision.
Shifai et al. (2024). Can chatgpt vision diagnose melanoma? an exploratory diagnostic accuracy study.
Akrout et al. (2024). Evaluation of vision llms gtp-4v and llava for the recognition of features characteristic of melanoma.
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Can a VLM achieve clinically acceptable diagnostic accuracy?
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● Vision-Language Models (VLMs) in Medical Diagnosis

○ VLMs learn joint embeddings of images and text from large-scale data [Liu et al., 2023]

■ Allow effective integration without explicit preprocessing or alignment [Radford et al., 2021]

■ Pretrained on general domain data

           ➡ Lack sufficient medical domain knowledge and clinical context

         - Produced consistent image descriptions but showed limited diagnostic accuracy [Akrout et al., 2024]

         - Inconsistent sensitivity and specificity raised concerns about clinical reliability [Shifai et al., 2024]

Liu et al. (2023). Visual instruction tuning.
Radford et al. (2021). Learning transferable visual models from natural language supervision.
Shifai et al. (2024). Can chatgpt vision diagnose melanoma? an exploratory diagnostic accuracy study.
Akrout et al. (2024). Evaluation of vision llms gtp-4v and llava for the recognition of features characteristic of melanoma.
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Does RAG enhance performance by refining clinical cases 

without fine tuning?

Introduction



● Research Questions

Q1. Can clinical metadata enhance image-based melanoma diagnosis?

Q2. Can a VLM effectively process dermoscopic images for diagnostic classification?

Q3. Can a VLM achieve clinically acceptable diagnostic accuracy?

Q4. Does RAG enhance performance by refining clinical cases without fine tuning?

Liu et al. (2023). Visual instruction tuning.
Radford et al. (2021). Learning transferable visual models from natural language supervision.
Shifai et al. (2024). Can chatgpt vision diagnose melanoma? an exploratory diagnostic accuracy study.
Akrout et al. (2024). Evaluation of vision llms gtp-4v and llava for the recognition of features characteristic of melanoma.
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We propose a multimodal diagnostic framework that 

incorporates a Retrieval-Augmented Generation (RAG) 

strategy into a VLM-based system.

Introduction



● A retrieval-augmented diagnostic framework that combines dermoscopic 

images and clinical metadata for VLM-based melanoma classification
○ Serialization of tabular metadata

○ Multimodal indexing and retrieval

○ Prompt-based classification with retrieved examples

Proposed 
Framework

9Figure 1. Proposed retrieval-augmented classification framework with sentence-based prompting.



● Prompt-based classification with retrieved examples

○ VLMs are optimized for generative tasks and underperform in discriminative settings

➡ Design structured prompts that clearly define the task objective and constrain 

            the model output

Proposed 
Framework

10Figure 1. Proposed retrieval-augmented classification framework with sentence-based prompting.



● Prompt-based classification with retrieved examples

○ Few-Shot Prompting for Classification

■ Task Definition
● Clear instruction to classify lesion 

as “Malignant” or “Benign”

■ Constrained Output

● Model must choose between 

two specific classes

■ Contextual Examples

● Top-K (K-shot) retrieved similar 

cases provide in-context learning

● Infer the label, resembling the

few-shot prompting paradigm

■ Target query

● Placed under <Input> tag

● In zero-shot cases, the query

is provided without examples

Proposed 
Framework
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Determine whether the lesion is “Malignant” 
or “Benign” based on the patient’s 
information and image. 
Please choose one of the following options: 
Malignant or Benign.

<Example>
         Sex is female, Age is 40, Anatom 
         Site General Challenge is 
         posterior torso.
         ASSISTANT: malignant

         Sex is male, Age is 50, Anatom 
         Site General Challenge is         
         lower extremity.
         ASSISTANT: benign

<Input>
         Sex is female, Age is 45, Anatom 
         Site General Challenge is anterior 
         torso.
         ASSISTANT:
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● Prompt-based classification with retrieved examples

○ Classification Process

■ Generate diagnosis results in natural language text form

■ Parse to extract sentence containing the keywords “malignant” or “benign”

■ Determine the final classification label

➡ Enable the model to provide natural language explanations while producing label

Parse

Proposed 
Framework
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Determine whether the lesion is “Malignant” 
or “Benign” based on the patient’s 
information and image. 
Please choose one of the following options: 
Malignant or Benign.

<Example>
         Sex is female, Age is 40, Anatom 
         Site General Challenge is 
         posterior torso.
         ASSISTANT: malignant

         Sex is male, Age is 50, Anatom 
         Site General Challenge is         
         lower extremity.
         ASSISTANT: benign

<Input>
         Sex is female, Age is 45, Anatom 
         Site General Challenge is anterior 
         torso.
         ASSISTANT:

LLaVA [Liu et al., 

2023]

Liu et al. (2023). Visual instruction tuning.

The lesion appears to be malignant

Malignant

Benign

This lesion is benign.

Malignant

Benign

Generate



● Serialization of tabular metadata

○ Pre-trained VLMs process text-based inputs

➡ Converting structured metadata into natural language to enable prompting and 

            embedding

Proposed 
Framework

16Figure 1. Proposed retrieval-augmented classification framework with sentence-based prompting.



● Serialization of Tabular Metadata

○ Converting structured clinical metadata into natural language for VLM processing

○ 4 serialization approaches explored:

1. HTML: Uses <table>, <th>, and <td> tags to explicitly preserve tabular structure

Proposed 
Framework

17

Attribute Value

sex female

age_approx 55.0

anatomic_site_general_challenge anterior torso

benign_malignant benign

Raw Clinical Metadata

HTML

<table>
 <tr>
  <th>Sex</th>
  <th>Age</th>
  <th>Anatomic Site General Challenge</th>
 </tr>
 <tr>
  <td>female</td>
  <td>55</td>
  <td>anterior torso</td>
 </tr>
</table>



● Serialization of Tabular Metadata

○ Converting structured clinical metadata into natural language for VLM processing

○ 4 serialization approaches explored:

1. HTML: Uses <table>, <th>, and <td> tags to explicitly preserve tabular structure

2. Markdown: Formats data as a simple table using | and --- for columns and rows

Proposed 
Framework
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Markdown

|   Sex   |  Age | Anatom Site General Challenge |
|----------|--------|--------------------------------------------|
| female |  55   |            anterior torso                   |

Attribute Value

sex female

age_approx 55.0

anatomic_site_general_challenge anterior torso

benign_malignant benign

Raw Clinical Metadata



● Serialization of Tabular Metadata

○ Converting structured clinical metadata into natural language for VLM processing

○ 4 serialization approaches explored:

1. HTML: Uses <table>, <th>, and <td> tags to explicitly preserve tabular structure

2. Markdown: Formats data as a simple table using | and --- for columns and rows

3. Attribute-Value pair: Lists each attribute and its value as a compact key–value pair

Proposed 
Framework
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Attribute-Value pair

Sex: female, 
Age: 55,
Anatomic Site General Challenge: anterior torso

Attribute Value

sex female

age_approx 55.0

anatomic_site_general_challenge anterior torso

benign_malignant benign

Raw Clinical Metadata



● Serialization of Tabular Metadata

○ Converting structured clinical metadata into natural language for VLM processing

○ 4 serialization approaches explored:

1. HTML: Uses <table>, <th>, and <td> tags to explicitly preserve tabular structure

2. Markdown: Formats data as a simple table using | and --- for columns and rows

3. Attribute-Value pair: Lists each attribute and its value as a compact key–value pair

4. Sentence: Converts each attribute–value pair into a natural language sentence

Proposed 
Framework
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Sentence

Sex is female, Age is 55, 
Anatomic Site General Challenge is anterior torso.

Attribute Value

sex female

age_approx 55.0

anatomic_site_general_challenge anterior torso

benign_malignant benign

Raw Clinical Metadata



● Multimodal indexing and retrieval

○ Build vector database of image-metadata pairs to find semantically similar cases

Proposed 
Framework

21Figure 1. Proposed retrieval-augmented classification framework with sentence-based prompting.



● Multimodal indexing and retrieval

○ Each patient record is transformed into a unified multimodal vector:
■ Image: Resized to 224x224 and encoded using CNN backbones 

(ResNet [He et al., 2016], EfficientNet  [Tan et al., 2021])

■ Metadata: Serialized into text and embedding using a pretrained language model 

(BERT [Devlin et al., 2019])

Proposed 
Framework

22He et al. (2016). Deep residual learning for image recognition.
Tan et al. (2021). Efficientnetv2: Smaller models and faster training.
Devlin et al. (2019). Bert: Pre-training of deep bidirectional transformers for language understanding.

Sex is female, Age is 
55, Anatomic Site 
General Challenge is 
anterior torso.

Language Model
Text Embedding

Image Embedding
CNN-backbones

Resize (224x224)



● Multimodal indexing and retrieval

○ Each patient record is transformed into a unified multimodal vector

○ Concatenated vectors stored in FAISS-based database [Douze et al., 2024] for efficient 

similar nearest neighbor search

Proposed 
Framework

23
Douze et al. (2024). The faiss library.

Image Embedding

Text Embedding

Image Text

Vector Database



● Multimodal indexing and retrieval
○ Build vector database of image-metadata pairs to find semantically similar cases

Proposed 
Framework

24Figure 1. Proposed retrieval-augmented classification framework with sentence-based prompting.



● Multimodal indexing and retrieval

○ Target query (image & metadata) is encoded using the same encoders

○ Similarity between the query and stored vectors is computed using dot-product

➡ Top-K (K-shot) most similar patient cases retrieved as contextual examples

Proposed 
Framework

25

Image Text

Vector Database

Sex is female, Age is 
45, Anatomic Site 
General Challenge 
is anterior torso.

CNN-backbones

Language Model



● Experimental Setting

○ Dataset

■ ISIC (International Skin Imaging Collaboration) 2019 challenge dataset 1

● Binary classification task: Malignant vs. Benign

● Data components: Dermoscopic images with corresponding patient metadata 

(age, sex, anatomical site)

○ Evaluation Metrics

■ To evaluate the performance of melanoma classification,

● F1-score as primary metric due to class imbalance and clinical importance

Experiment

26

Table 1: Sample counts and class distribution (%) by split.

Class Train Size Validation Size Test Size Total Size

Positive 
(Malignant)

3,137 
(18.7%)

776 
(18.5%)

1,695 
(18.8%)

5,608 
(18.7%)

Negative 
(Benign)

13,619 
(81.3%)

3,414, 
(81.5%)

7,282 
(81.2%)

24,315 
(81.3%)

1Available at: https://challenge.isic-archive.com/data/#2019



● Performance Comparison

27

Experiment



● Can clinical metadata enhance image-based melanoma diagnosis?

○ We Found

■ Clinical metadata provides powerful diagnostic cues beyond what images reveal

■ Relying solely on images overlooks crucial clinical indicators

■ Integrating clinical context is essential for reliable melanoma classification

28

Experiment

+0.0458 



● Can a VLM effectively process dermoscopic images for diagnostic 

classification?

○ We Found

■ Zero-shot VLMs outperform multimodal embedding-level (early fusion) methods

■ Pretrained models achieve ~71.5% F1 improvement without requiring additional fine-tuning

■ Effective joint processing of dermoscopic images and clinical metadata

29

Experiment

+ 71.5% 



● Can a VLM achieve clinically acceptable diagnostic accuracy?

○ We Found

■ Zero-shot VLMs outperform baseline methods

● Confirming the efficacy of joint processing of dermoscopic images and clinical metadata

■ Performance improved even without fine-tuning, showing potential for generalization

■ F1 score remains below the threshold for reliable clinical application

● The need for further refinement

30

Experiment



● Does RAG enhance performance by refining clinical cases without fine 

tuning?

○ We Found

■ RAG substantially improves F1 score without fine-tuning

■ Best performance at 2-shot (Top-2) retrieval

■ Providing relevant clinical cases strengthens diagnostic reasoning capabilities

31

Experiment

Figure 2: Effect of retrieval count K-Shot (Top-K) on performance using BERT + ResNeXT-50 
and attribute-value pair format.

+ 84.0% 



● Proposed a retrieval-augmented VLM framework for melanoma classification

○ Incorporates semantically similar cases to enhance diagnostic context

● Outperformed all baselines, especially under zero-shot constraints

○ Without fine-tuning — making it practical for real-world clinical workflows

● Shows potential for broader use in multimodal medical AI applications

● Limitations 

○ Dependence on curated training data and need to improve retrieval speed for real-time use

32

Conclusion
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