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1.

Motivation

KUBIC (Korean Unification Bigdata Center)

o Search engine specialized on information related to North Korea

Rapid growth of video content online
o Number of videos hosted on YouTube stands at 5.1 billion in 2025, more than
doubled in just a few years (2.2B in 2022) [SEO-ai Content Team., 2025]
e Video = Audio + Visuals

e What if we can pinpoint exact scenes/content inside a video?

YouTube Video Growth Over the Years
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SEO.ai Content Team. (2025, February 15). How many videos are on YouTube?




1.
Motivation

e Early video indexing frameworks
o Rely on basic visual cues (color, motion) Huetal. 2011
o Lack of high-level semantic understanding [H tal- 2011]
e \ideo indexing approaches that utilize Al
o Restricted to retrieving a short portion of the entire video
e Need for an advanced indexing method that:
o Capture high-level semantic meaning,
o Enable accurate, content-based search and retrieval for the entire length of the

video

Hu et al. (2011). A Survey on Visual Content-Based Video Indexing and Retrieval.
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Motivation

e Early video indexing frameworks
o Rely on basic visual cues (color, motion) Huetal. 2011
o Lack of high-level semantic understanding [H tal- 2011]
e \ideo indexing approaches that utilize Al
o Restricted to retrieving a short portion of the entire video
e Need for an advanced indexing method that:
o Capture high-level semantic meaning,
o Enable accurate, content-based search and retrieval for the entire

length of the video

Al techniques to transform raw video content into structured,

[; We propose a new video indexing framework that utilizes
searchable data

Hu et al. (2011). A Survey on Visual Content-Based Video Indexing and Retrieval.



2. Our

Framework

e “A unified multimodal indexing architecture that transforms raw video content

into structured, searchable data”

©)

©)

Audio transcription

Visual scene analysis

e Goal: Accurate, efficient, and fine-grained timestamp-level retrieval

Speech Indexing
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2. Our
Framework

2.1. Speech Processing and Indexing

‘ 2.2. Visual Content Analysis and Indexing

‘ 2.3. Semantic Retrieval Strategy
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2.1. Speech Processing and
Indexing

e Audio extraction from video

e T[ranscribe audio into text using speech-to-text modules

e Transcribed text exist in short phrases / series of sentences
o Need to merge/split into single whole sentences

o Split using sentence delimiters (period, question mark, exclamation mark)

Speech indexing
__________ ,___________I\
OpenAl __ . Text&
Whisper timestamp 1 [—>

Audio \_ Speech-to-Text Text Processing )




2.1. Speech Processing and
Indexing

e Audio extraction from video

e T[ranscribe audio into text using speech-to-text modules

e Transcribed text exist in short phrases / series of sentences
o Need to merge/split into single whole sentences

o Split using sentence delimiters (period, question mark, exclamation mark)

Today was _| Today was a sunny day.
A sunny day. However, - However,
Text from STT Processed Text

Merge or split sentences
using sentence delimiters

.71

Text Processing



2.2. Visual Content Analysis and
Indexing

e \ideo segmented into short scenes based on visual discontinuities
o Each segment contains one scene at a time for fine-grained analysis
o Parallel processing for efficiency

e Each segment processed by vision-language models (VLMs)

o Generates descriptions of scenes in the video segments

Visual Content Indexing
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2.3. Semantic Retrieval
Strategy

e Two complementary strategies:
o Keyword-based search (Best Matching 25 (BM25) [Robertson etal., 20091y _, nrecise
lexical matching
o Embedding-based search (vector similarity) — captures semantic meaning
e Generated text from audio/visual indexing are converted into vector embeddings
o Enables retrieval based on meaning by calculating the vector similarity

e All text and embeddings are saved to a database along with its matching timestamps

/[9.91342, -0.02561, 0.04783,\

-0.09871, 0.05642, -0.00437,

0.01983, -0.03271, 0.05741]

text: “Today was a sunny day.”, Generate Embedding
timestamp: 23.42 —

\\ Tokenize Text /

Robertson et al. (2009). The probabilistic relevance framework: BM25 and beyond.



2.3. Semantic Retrieval
Strategy

e Two complementary strategies:
o Keyword-based search (Best Matching 25 (BM25) [Robertson etal., 20091y _, nrecise
lexical matching

o Embedding-based search (vector similarity) — captures semantic meaning

e Reciprocal-Rank Fusion (RRF) score [cormacketal., 2009 j5 ysed to combine results of both

methods
1

RRFSCOI'C(d € D) = Z m
r

rcR

e Additional score adjustments using video-level metadata (title, description)

o Minor score boost to documents that contain metadata matching search query

Robertson et al. (2009). The probabilistic relevance framework: BM25 and beyond.
Cormack et al. (2009). Reciprocal rank fusion outperforms condorcet and individual rank learning methods.



3.
Experiment

e Dataset
o 300 YouTube videos from two Korean TV programs
m  Nam Buk-ui Chang (North-South Window), KBS (Korean Broadcasting
System)’
e 124 videos
e Average 38.5 minutes runtime
m Tongil Jeonmangdae (Unification Observatory), MBC (Munwha Broadcasting
Corporation)?
e 176 videos

e Average 32.2 minutes runtimes

"YouTube: Nam Buk-ui Chang (North-South Window) - KBS
2YouTube: Tongil Jeonmangdae (Unification Observatory) - MBC




3.

Experiment

e Models used:

o Speech-to-Text:

: : OpenAl
= Whisper Medijum [Redford etal., 2023] W%isper

o Vision-Language Model:

m  Qwen2.5-VL-3B [Baietal, 2025] {7 Qwen

e Prompt used for VLM

“This video contains Korean text
inside a box in the upper left corner ‘
or is related to North Korea and
inter-Korean relations. Based on the
video, describe the actions people
are taking and provide an overall
explanation of the events occurring in
the scene. Include only the
description of the video itself,
without any additional information.”

Radford et al. (2023). Robust speech recognition via large-scale weak supervision.
Bai et al. (2025). Qwen2.5-VL Technical Report.

The TV show contains the topic it is screening
in the box on top left. Guides the model to
use that hint into understanding the scene
better

Request for an explanation of the scene

Prevent influence from external
knowledge and have it answer based on the
scene it's given
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Experiment

e Models used:

o Speech-to-Text:

: . OpenAl
= Whisper Medijum [Redford etal., 2023] w?\isper

o Vision-Language Model:
m  Qwen2.5-VL-3B [Baietal, 2025] {7 Qwen
e Prompt used for VLM
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Radford et al. (2023). Robust speech recognition via large-scale weak supervision.
Bai et al. (2025). Qwen2.5-VL Technical Report.
YouTube: Tongil Jeonmangdae (Unification Observatory) - MBC
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3.

Experiment

e Models used:
o Speech-to-Text:
s Whisper Medium [Radford etal., 2023] ?V%?s';ﬁ:
o Vision-Language Model:
m  Qwen2.5-VL-3B [Baietal, 2025] {7 Qwen

e 166,351 generated text entries

Number of Text Generated

Number of Videos STT VLM Total Text

300 72,629 93,722 166,351

Table 1. Number of Text Generated For 300 Videos

e 50 diverse, realistic search queries related to inter-Korean relations

o Created using LLMs to prevent bias

Radford et al. (2023). Robust speech recognition via large-scale weak supervision.
Bai et al. (2025). Qwen2.5-VL Technical Report.



3.
Experiment

e Metric:
o On-Topic Rate (OTR) [#heng etal., 2024]
m A metric to measure the relevance of search results to a user's query

m A LLM makes decisions on whether it is relevant or not

1 if the pair is relevant
0 otherwise

OnTopicRate(q, d;) = {
o OTR@K
m For every query, select the top K returned documents
m Calculate OTR@K by dividing the number of relevant query-document pairs

by the total number (K) of results considered

S, OTR(g, d:)

OTRQK = 7

Zheng et al. (2024). Semantic Search Evaluation.



3.

Experiment
e Retrieval Accuracy (OTR@K [#heng etal., 2024])
Search Strategy OTR@10 OTR@20 OTR@30 OTR@40 OTR@50
Vector-only 0.895+0.006 0.858+0.011 0.837+0.012 0.807£0.012 0.793+0.011
BM25-only 0.910+£0.003 0.905+£0.004 0.900£0.003 0.890%0.007 0.880%0.007

Combined (RRF) 0.957+0.007 0.927+0.007 0.905x0.007 0.889+0.008 0.872+0.008

Table 2. Retrieval Performance Comparison on Search Strategy (On-Topic Rate at K + std)

e Retrieval Latency
o Average query response: 0.35 sec
e Indexing Efficiency
o STT: ~70 seconds
o Video Segmentation: ~489 seconds, VLM: ~ 1,299 seconds

o Entire indexing process 12% faster than video duration

Zheng et al. (2024). Semantic Search Evaluation.



3.
Experiment

e Query Example: “North Korea Tourist Attractions”

Search Query | Rank | Related Result (Translated from Korean to English)
North Korean media have recently been consecutively featuring major tourist
1 True attractions, including Kumgangsan, Chilbosan, and Monggeumpo, among
others.

Some also have been highlighted as trendy tourist destinations that have

2 True ventured onto North Korean soil.
North Korean
Tourist 3 True It was a time when tourism to Kumgangsan was taking place.
Attractions
9 False Changgangwon, a sports facility that is representative of North Korea.
10 True Every summer, North Korea showcased various summer resorts, stoking a

vigorous effort to attract tourists.

Table 3. Experiment Results for the Search Query "North Korea Tourist Attractions"

e Demonstrates semantic relevance and accurate segment retrieval despite variation in

wording

e Results precisely linked to timestamps in videos



3.

Experiment

e Query Example: “North-South Dialect Difference”

Search Query | Rank Result (Translated from Korean to English)

1 The language difference between North and South Korea seems to be most prominent in
vocabulary.
The video shows a situation where there is a pronunciation difference between Korean and

o North Korean. Three people are sitting at a table, and one person pronounces 'hada’ as
'heoda’. This seems to illustrate the language difference between North and South Korea. The
video appears to be discussing this pronunciation difference.

3 An example like 'the dialect of Pyeongan-do is not as strong as that of Hamgyeong-do' is
confirmed in the dialect of Pyeongan-do.

4 The Japanese word 'gu-ja,' which means 'position,' is interpreted differently in North and South

North-South Korea.
Dialect According to the 2016 domestic survey on North-South language awareness, there has been a
Difference 5 significant reduction in the sense of rejection towards people using dialects such as

Gyeongsang-do or Jeolla-do.

6 Through dramas, there is an emphasis on using the Pyongyang standard language.

v The video deals with the linguistic and cultural differences between North and South Korea,
focusing on the terms used to refer to the North-South border.

8 North Korea's national opera has undergone a change in vocal technique, unlike our traditional
changgeuk.
However, North Korean cultural language has some pronunciation differences compared to ours.

10 Upon closer examination, there are also differences in grammar and speech style.

21



3.
Experiment

@ Enter Search Query

e The embedding model loads when the page opens
e After the user enters a query and clicks Search, the system generates the query’s

embedding

Rank | RRF Video Name Video URL | Time Text |
https://www B 4 Fine-Grained Video Indexing and Retrieval with Vision-Language Models
'—H "Comrades Become P tahel I received a video of
@ IO - nse - [IE] L 0023 Brothers"... What's the |m/wateh?v= . o, a North Korean -
] . Drama? [Unification ZH4hmlyDt; " wedding two years . Please enter a search query
Database Calculate BM25 Score RRF Observatory Full Video] "&‘: < ago. .
in| Score RMII"MY Lja?\c:h;{’ h“PSZ'l;’WWW- South Korea has set a : AT
corganized: A Roller | youtube.com e
———————— e > s ] el o I8
1 . 1 IE'E 2 10.022 Coaster of Changes /watch?v=3u| 14:35 ]lmltlon ]tlhc m:lmber of I
1 P ! T [Unification Observatory | XYWDKZU peopie ABOwWe at !
Calculate Vector Similarity Full Video] MU&t=875s wedding halls. :

22



3.
Experiment

@ Calculate Scores & Display Results

e \ector similarity is computed between the query embedding and stored text
embeddings

e The query is also tokenized for BM25-based retrieval using the database engine

e Metadata matching is applied to the retrieved documents

e Final results are ranked and displayed based on combined RRF scores

@ Rank | RRF Video Name Video URL ' Time Text : @ Fine-Grained Video Indexing and Retrieval with Vision-Language Models

https://www

'—I_| "Comrades Become | youtube.co I received a video of || .
1 - 1132 = | Brothers"... What's the ' m/watch?v= a North Korean U . "
] 1 0.023 27:52 .
1 E : Drama? [Unification 7H4hmyDd =" wedding two years : :
Database ! Calculate BM25 Score RRF Observatory Full Video] ‘"‘&':1672 ago. " A total of 200 results were found.
> —>
Score Military Leadership s /Iww cahasseta |'!
! I TL orpitised: e RUpE I, South Korea has seta || "Comrades Become Brothers"... What's the Drama? [Unification
U | oo > 58 > [ Reorganized: 5 Roller, - Jyoutube.com limit on the number of < . Observatory Full Vid
) | DEl 2 10022  Coaster of Changes  |/watch?v=3u| 14:35 Galloaed 1 )5 Observatory Full Video] )
i PR — [Unification Observatory | XYWDKZU people allowed at " I received a video of a North Korean wedding two years ago.
A . alculate Vector Similarity Full Video] MU&t=875s wedding halls. 11 Video ID: 290 | Time: 27:52

Search Query 1"

Military Leadership Reorganized: A Roller Coaster of Changes [Unification
YWY Observatory Full Video]

South Korea has set a limit on the number of people allowed at wedding halls.

Video ID: 239 | Time: 14:35

23



3.
Experiment

® Plays the Exact Timestamp of the Result Selected

e Users are able to click on the results to watch the video
o For this case, all videos are from YouTube, hence the user is redirected to the
YouTube video

e The video starts playing at the exact timestamp shown on the result page

Rank| RRF | Video Name Video URL] Time Text @ - =
https:/www - A D YouTube | searc h = Q & making
'—L‘ "Comrades Become | youtube.co I received a video of A
@ IO - ns2 - HEI L 0023 Brothers".. What's the 'm/watchv=,. o, |a North Korean L
[l : Drama? [Unification | 7H4hmyDd “*>“ wedding two years :
Database Calculate BM25 Score RRF Observatory Full Video] 4“&.:1672 ago. 1
S Military Leadershi ]
'—Ll core & thtary ddA l: :f’ hllpsigWW“’- South Korea has set a .
corganized: oller youtube.com -
unonnnnonn oo RS | 3| 14:
. HE 2 ]0.022 Coaster of Changes /watch?v=3u| 14:35 fimit onithemimber of |
. [Unification Observatory | xYWDKZU pcopI‘e allowed at !
a Calculate Vector Similarity Full Video] MU&t=875s wedding halls. 1
Search Query .

"Comrades Become Brothers"... What's the Drama? [Unification Observatory Full Video]

Unification Observatory / MBC "
16.1 thousand subscribers m 12 £ share L offline storage

24



3.

Experiment
e Example clip of the search service
working
O User enters query Fine-Grained Video Indexing and Retrieval with Vision-Language Models
m  “North Korean Wedding” Please enter a search query

o Results that match the user query

are displayed in order of the score
o When user clicks the top result,
user is redirected to the

corresponding YouTube video,

playing from the timestamp written

at 27:52

25



4.
Conclusion

e Proposed a multimodal indexing framework that integrates speech-to-text and
vision-language models for comprehensive speech and visual content processing
e Achieved high-accuracy, fine-grained retrieval at the timestamp level
o OTR@10:95.7%
e Demonstrated fast retrieval performance with an average query time of 0.35 seconds

e Scalable and applicable to large-scale multimodal video archives

Future Work

e Test on expanded datasets
e Extend the framework to support multilingual video collections

e Expand to different domains for real-world deployments

26
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